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- This matrix is no longer positive $\Longrightarrow$ the state is entangled.


## Three convex sets



## Three convex sets



- States in $\mathcal{P} \mathcal{P} \mathcal{T} \backslash \mathcal{S E P}$ are called bound entangled: no "maximal" entangled can be distilled from them.


## Three convex sets



- States in $\mathcal{P} \mathcal{P} \mathcal{T} \backslash \mathcal{S E P}$ are called bound entangled: no "maximal" entangled can be distilled from them.
- All these sets contain an open ball around the identity.
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## Theorem (Choi '72)

A map $\mathcal{N}: \mathbb{M}_{n} \rightarrow \mathcal{A}$ is $C P$ iff its Choi matrix $C_{\mathcal{N}}$ is positive.
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- The map $\mathcal{N} \mapsto C_{\mathcal{N}}$ is called the Choi-Jamiolkowski isomorphism.
- It sends:

1 All linear maps to all operators;
2 Hermicity preserving maps to hermitian operators;
3 Entanglement breaking maps to separable quantum states;
4 Unital maps to operators with unit left partial trace ( $[\operatorname{Tr} \otimes \mathrm{id}] C_{\mathcal{N}}=\mathrm{I}_{d}$ );
5 Trace preserving maps to operators with unit left partial trace $\left([\mathrm{id} \otimes \operatorname{Tr}] C_{\mathcal{N}}=\mathrm{I}_{n}\right)$.
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## Intermediate positivity notions

- A map $\mathcal{N}: \mathbb{M}_{n} \rightarrow \mathcal{A}$ is called $k$-positive if $\mathrm{id}_{k} \otimes \mathcal{N}$ is positive.
- A matrix $C \in \mathbb{M}_{n d}$ is called $k$-positive if $\langle x, C x\rangle \geqslant 0$ for all vectors $x \in \mathbb{C}^{n} \otimes \mathbb{C}^{d}$ of rank at most $k$.
- In particular, $C$ is 1-positive (or block-positive) if

$$
\forall x \in \mathbb{C}^{n}, \forall y \in \mathbb{C}^{d} \quad\langle x \otimes y, C \cdot x \otimes y\rangle \geqslant 0
$$

## Theorem

A map $\mathcal{N}: \mathbb{M}_{n} \rightarrow \mathcal{A}$ is $k$-positive iff its Choi matrix $C_{\mathcal{N}}$ is $k$-positive. In particular, $\mathcal{N}$ is positive iff $C_{\mathcal{N}}$ is block-positive.
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## Free Probability Theory

- Invented by Voiculescu in the 80s to solve problems in operator algebras.
- A non-commutative probability space $(\mathcal{A}, \tau)$ is an algebra $\mathcal{A}$ with a unital state $\tau: \mathcal{A} \rightarrow \mathbb{C}$. Elements $a \in \mathcal{A}$ are called random variables.
- Examples: $\left.\left(L^{\infty}(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{E}\right), \mathbb{M}_{d}(\mathbb{C}), d^{-1} \operatorname{Tr}\right),\left(\mathbb{C} G, \delta_{e}\right)$.
- Several notions of independence: classical independence, free independence.
- If $a, b$ are freely independent random variables, the law of $(a, b)$ can be computed in terms of the laws of $a$ and $b$.
- Random matrices are asymptotically free.
- If $A_{d}, B_{d}$ are matrices of size $d$, whose spectra converge towards $a, b$, what is the spectrum of $A_{d}+B_{d}$ ?
- When $d \rightarrow \infty$, the spectrum of $A_{d}+B_{d}$ converges to $a \boxplus b$.
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## Proposition

A map $\mathcal{N}$ is $k$-positive iff for any self-adjoint projection $P \in \mathbb{M}_{n}$ of rank $k$, the operator $P \otimes \mathrm{I}_{\mathcal{A}} \cdot C_{\mathcal{N}} \cdot P \otimes 1_{\mathcal{A}}$ is positive.

## Proposition (Nica and Speicher)

Let $x, p$ be free elements in a ncps $(M, \tau)$ and assume that $p$ is a selfadjoint projection of rank $\tau(p)=1 / t(t \geqslant 1)$ and that $x$ has distribution $\mu$. Then, the distribution of $t^{-1} p \times p$ inside the contracted ncps ( $p M p, \tau(p \cdot p)$ ) is $\mu^{\boxplus t}$
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## Maps associated to probability measures

- Let $\mu$ be a compactly supported probability measure on $\mathbb{R}$.
- The vN algebra $L^{\infty}(\mathbb{R}, \mu)$, endowed with the expectation trace $\mathbb{E}$ is a non-commutative probability space. Let $X \in L^{\infty}(\mathbb{R}, \mu)$ be the identity map $x \mapsto x$.
- Consider the vN ncps free product $(\tilde{M}, \operatorname{tr} * \mathbb{E})=\left(\mathbb{M}_{n}, \operatorname{tr}\right) *\left(L^{\infty}(\mathbb{R}, \mu), \mathbb{E}\right)$.
- Finally, let $(M, \tau)$ be the contracted $\mathrm{vN} \mathrm{ncps} M=E_{11} \tilde{M} E_{11}$.
- Define

$$
\begin{aligned}
\mathcal{N}_{\mu}: \mathbb{M}_{n} & \rightarrow M \\
E_{i j} & \mapsto E_{1 i} X E_{j 1}
\end{aligned}
$$

## Maps associated to probability measures

- Define

$$
\begin{aligned}
\mathcal{N}_{\mu}: \mathbb{M}_{n} & \rightarrow M \\
E_{i j} & \mapsto E_{1 i} X E_{j 1}
\end{aligned}
$$

Theorem
The map $\mathcal{N}_{\mu}$ is $k$-positive iff $\operatorname{supp}\left(\mu^{\boxplus n / k}\right) \subseteq \mathbb{R}_{+}$.
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## Example: semicircular measures

- Let $s_{a, \sigma}$ be the semi-circle distribution of mean a and variance $\sigma^{2}$.
- Its support is [a-2 $a, a+2 \sigma]$.
- In free probability theory, $s_{0,1}$ plays the role of the standard Gaussian in classical probability, cf Free Central Limit Theorem.
- We have $s_{a, \sigma}^{\boxplus n / k}=s_{a n / k, \sigma \sqrt{n / k}}$, with support
$\operatorname{supp}\left(s_{a, \sigma}^{\boxplus n / k}\right)=[a n / k-2 \sigma \sqrt{n / k}, a n / k+2 \sigma \sqrt{n / k}]$.


## Theorem

Let $n$ be an integer and $a, \sigma$ some positive parameters. The map
$\mathcal{N}_{a, \sigma}: \mathbb{M}_{n} \rightarrow M$ associated to a semi-circular distribution $s_{a, \sigma}$ is $k$-positive iff $k \leqslant 4 n \sigma / a^{2}$. In particular, for any $n$ and any $k<n$, there exist parameters a, $\sigma>0$ such that the above map is $k$-positive but not $k+1$-positive.

Merci !

