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- Separability of $\rho_{12}$ depends on the eigenvalues and eigenvectors of $\rho_{12}$; absolute separability depends only on the spectrum of $\rho_{12}$.
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 algori Shor's quantum factoring algorithm
- Runs on a quantum computer with polynomial time $O\left(\log ^{3} N\right)$.
- Classical sieve algorithms run in sub-exponential time $O\left(\exp \left(\log ^{1 / 3} N\right)\right)$.
■ Entanglement is necessary for the exponential speed-up.
■ State of the art factorization : $15=3 \times 5$.
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- Detecting entanglement in $\mathbb{C}^{2} \otimes C^{2}$ and $\mathbb{C}^{2} \otimes C^{3}$ is trivial via the PPT criterion [Horodecki].
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- This matrix is no longer positive $\Longrightarrow$ the state is entangled.
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## Definition

A pair of functions $\left(s_{0}(d), s_{1}(d)\right)$ are called a threshold for a family of convex sets $\left\{C_{d}\right\}_{d \geqslant 2}$ if both conditions below hold

■ If $s \lesssim s_{0}(d)$, then

$$
\lim _{s \rightarrow \infty} \mu_{d, s}\left(C_{d}\right)=0
$$

- If $s \gtrsim s_{1}(d)$, then

$$
\lim _{s \rightarrow \infty} \mu_{d, s}\left(C_{d}\right)=1
$$

## Threshold values for $[\mathcal{A}] \mathcal{S E P},[\mathcal{A}] \mathcal{P P T}$

| Set | Balanced $\mathbb{C}^{d}=\mathbb{C}^{\sqrt{d}} \otimes C^{\sqrt{d}}$ | Unbalanced $\mathbb{C}^{d}=\mathbb{C}^{p} \otimes C^{d / p}$ |
| :---: | :---: | :---: |
| $\mathcal{S E P}$ | $\begin{gathered} s_{0}=C d^{3 / 2} \\ s_{1}=C d^{3 / 2} \log ^{2} d \end{gathered}$ <br> [Aubrun, Szarek, Ye] | $\begin{gathered} s_{0}=C p d \\ s_{1}=C p d \log ^{2} d \end{gathered}$ <br> [Aubrun, Szarek, Ye] |
| $\mathcal{P} \mathcal{P} \mathcal{T}$ | $s_{0}=s_{1}=4 d$ <br> [Aubrun] | $s_{0}=\left[2+2 \sqrt{1-p^{-2}}\right] d$ <br> Most likely $s_{1}=s_{0}$ <br> [Banica, N.] |
| $\mathcal{A S E P}$ | ? | ? |
|  | [Collins, N ., Ye, in progress] | [Collins, N., Ye, in progress] |
| $\mathcal{A P \mathcal { P }} \mathcal{T}$ | $\begin{gathered} s_{0}=64 /\left(9 \pi^{2}\right) d^{2} \\ s_{1}=4 d^{2} \\ {[\text { Collins, } \mathrm{N} ., \mathrm{Ye]}} \end{gathered}$ | $s_{0}=s_{1}=\left[p+\sqrt{p^{2}-1}\right]^{2} d$ <br> [Collins, N., Ye] |

## $\mathcal{P} \mathcal{T}$, unbalanced case

## Theorem (Banica, N. - arXiv:1105.2556)

Let $W$ be a complex Wishart matrix of parameters (dn, dm). Then, with $d \rightarrow \infty$, the empirical spectral distribution of $m W^{\Gamma}$ converges in moments to a free difference of free Poisson distributions of respective parameters $m(n \pm 1) / 2$.

## Corollary

The limiting measure in the previous theorem has positive support iff

$$
n \leqslant \frac{m}{4}+\frac{1}{m} \quad \text { and } \quad m \geqslant 2 .
$$



## $\mathcal{P P} \mathcal{T}$, unbalanced case

## What's a free difference of free Poisson distributions ?

Theor
Let $W$
$d \rightarrow \alpha$ free dit

Corolla
The lim theorem
$n \leqslant$

- The free Poisson distribution of parameter $c>0$ :

$$
\begin{aligned}
& \pi_{c}= \max (1-c, 0) \delta_{0}+\frac{\sqrt{4 c-(x-1-c)^{2}}}{2 \pi x} \\
& \mathbf{1}_{[1+c-2 \sqrt{c}, 1+c+2 \sqrt{c}]}(x) d x .
\end{aligned}
$$

- Free additive convolution of two compactly supported probability distributions $\mu_{1,2}$ : sample $X_{1,2} \in \mathbb{R}^{n}$ from $\mu_{1,2}$ and consider

$$
A=U_{1} \operatorname{diag}\left(X_{1}\right) U_{1}^{*}+U_{2} \operatorname{diag}\left(X_{2}\right) U_{2}^{*},
$$

where $U_{1,2}$ are $n \times n$ independent Haar unitary matrices. Then, almost surely when $n \rightarrow \infty$, the spectrum of $A$ has distribution $\mu_{1} \boxplus \mu_{2}$.

## $\mathcal{A P P T}$, unbalanced case

## Theorem (Collins, N., Ye - soon on arXiv)

Let $\rho$ be a random quantum state from the induced ensemble of parameters $(d, s)$. Almost surely, when $d \rightarrow \infty$ and $s \sim c d$, one has:

- If $c>\left(p+\sqrt{p^{2}-1}\right)^{2}$, then $\rho$ is $\mathcal{A P} \mathcal{P} \mathcal{T}$.

■ Conversely, if $c<\left(p+\sqrt{p^{2}-1}\right)^{2}$, then $\rho$ is not $\mathcal{A P} \mathcal{P} \mathcal{T}$.

## Theorem (Collins, N., Ye - soon on arXiv)

Let $\rho$ be a random quantum state from the induced ensemble of parameters $(d, s)$. Then, for all $\varepsilon>0$, almost surely, when $d \rightarrow \infty$ and $s>(4+\varepsilon) p^{2} d$, the quantum state $\rho$ is $\mathcal{A P} \mathcal{P} \mathcal{T}$. The following converse holds:

- When $1 \ll p^{2} \ll d$ and $s<(4-\varepsilon) p^{2} d$, $\rho$ is not $\mathcal{A P} \mathcal{P} \mathcal{T}$.

■ When $p^{2} \sim \tau d$ for a constant $\tau \in(0,1]$, there exists an explicitly computable constant $C_{\tau}$ such that whenever and $s<4\left(C_{\tau}-\varepsilon\right) p^{2} d, \rho$ is not $\mathcal{A P} \mathcal{P} \mathcal{T}$.
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## Concluding remarks

- Detecting and quantifying entanglement is important in Quantum Information Theory.
- Checking separability is NP-hard, so easier criteria are needed.
- The PPT criterion works for $2 \times 2$ and $2 \times 3$ systems, but fails in general for larger ones.
- Relative volumes of $\mathcal{S E P}$ and $\mathcal{P P \mathcal { T }}$ are a good indication of how well the PPT criterion performs.
- Random matrix theory and free probability are the right tools to tackle this problem.
- The "absolute" (basis independent) formulation of the problem are considered.

Merci!

