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Non-commutative probability spaces
Definition
A non-commutative probability space (ncps) is a couple (A, ¢)
where A is a unital algebra and ¢ : A — C is a linear functional
with ¢(1) = 1.
Elements x € A are called random variables.
Examples
> (L>(Q,P),E);
> LOO?(Qv P) = mlgp<oo Lp(Qv P);
» M, (C) with the normalized trace tr,(A) = 1 Tr(A);
» The group algebra C[G] with the state

' ngg = Xe,

geiG

where e is the neutral element of G.



Free independence

Definition
Let (A, ) be a ncps. Unital subalgebras Az, -, A,,... are called
freely independent (or free), if

@(3132...ak) :O

whenever we have

> a; € Ajj forall j=1,... k

> p(aj)=0forall j=1,... k;

> i(1) #i(2), i(2) #i(3), ..., i(k—1) # i(k).
Random variables (x;) in A are called free if their generated unital
algebras are free.



Free independence

Free independence is a rule for computing mixed moments.

Examples
» If a and b are free random variables, then
¢l(a—p(a)1)(b—¢(b)1)] =0,
which implies
p(ab) = p(a)p(b).
» Similarly, if the families {a1, a2} and {b1, by} are free, then

p(a1brazby) =p(a122)(b1)e(b2) + ¢(a1)p(a2)(b1b2)
— p(a1)p(a2)p(b1)p(b2).



Convergence in distribution and the free CLT

Definition
Let (An, ©n)nen and (A, ) be ncps and consider random variables
a, € A, and a € A. We say that a,, converges in distribution

towards a, and we write a, = a, if limp_o wn(ak) = p(a¥) for all
k> 1.

Theorem (free Central Limit Theorem)

Let (an)n be a sequence of free, identically distributed random
variables such that ¢(a,) = 0 and ¢(a2) = 1. Then

ai+---+ap d

N

where s is a standard semicircular random variable. s has

distribution )
1
o(s") =/ t"_V4 - t2dt.
Iy
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Gaussian random matrices

Definition
A Gaussian random matrix is a matrix A = (a;;) € M,(C) with
random elements such that

> Ais self-adjoint: a; = 3j; for all /, J;

» {aji}1<i<n are independent real Gaussian random variables
with mean 0 and variance 1/n;

> {Rajj}1<icj<n and {Faj}1<icj<n are independent real
Gaussian random variables with mean 0 and variance 1/2n.

Gaussian random matrices can be seen as random variables in the
ncps (M,(L>°7(Q,P)), tr E), where

tr ®E(A) = E[tr(A ZE[au]



Voiculescu's theorem

Theorem
Let (A,) and (Bg) be independent sequences of Gaussian random
matrices. Then

(An.Br) = (51.%2)

where s1 and s, are free standard semicircular random variables. In
particular, we say that independent Gaussian random matrices are
asymptotically free.



How about non-random (deterministic) matrices ?
Can one construct deterministic matrices (Ap, Bp, Cy, . ..) which
are asymptotically free ?

P. Biane ('95): Yes, on the group algebra of the symmetric group.



The set-up

Consider the group S of finitely supported permutations on the set
of nonnegative integers N = {0,1,...}.

The ncps we shall work with is the group algebra C[S] together
with its canonical trace

fe) -

where e is the identity permutation.
Forall r,n>1and t € [0,00), define the random variables

1
Mi(n.t) = —5 > (0aap---a)

designs the cycle
0—a;—ar—--—ar—0

where the sum runs over all r-uplets (as,...,a,) of pairwise
distinct integers of [1, nt].



The result

Theorem

The non-commutative distribution of the family

(M (n,t))r>1,t€[0,+00) CONVerges, as n goes to infinity, to the one
of a family (M, (t))r>1,¢c[0,4+00) SUch that

> (My1(t))tefo,+00) is @ free Brownian motion (Biane's result);
» for all r,t, one has

M, (t) = t2U,(t72 My (1)),

where the U,’s are the Chebyshev polynomials of second kind.



The free Brownian motion

Definition
Let (A, ¢) be a ncps. A family of random variables (B:):>o is
called a free Brownian motion if

> Bo =0;
» For all s < t, By — Bs is free with the unital algebra generated
by {Bu, u < s};

» For all s < t, By — Bs has a semicircular distribution with
mean 0 and variance t — s.



Chebyshev polynomials of second kind

> Up(x) = 1, Ur(x) = x, Ua(x) = x* — 1, Us(x) = x> — 2x, etc.

» U, is a degree n polynomial defined by

sin(n+ 1)0
sinf

Un(2cost) = Vn > 0.

WV

» They satisfy the recurrence relation
Ui (x)Un(x) = Up—1(x) + Ups1(x), Vn=>1.

» They are orthogonal on [—2, 2] with respect to the
semicircular (!) weight

w(x) L Va4 — x2.

T 2r



Asymptotically free deterministic matrices

Fix r = 1 and consider the elements

n 2n
A(n) = \}E > (0a) and  B(n)= \}E > (0b).
a=1

b=n+1

By the main theorem, the family (A(n), B(n)) converges in
distribution to a free family (s; = By, s, = B — Bj) of standard
semicircular elements. Hence, A(n) and B(n) are asymptotically
free.

A(n) and B(n) act by right multiplication on the group algebra
C[S]. The (finite-dimensional) matrices of these operators have
the same joint distribution as (A(n), B(n)).



Classical vs. Free probability

Free probability has been constructed in a deep analogy with
classical probability theory. There is a “dictionary” between the
objects of the two theories:

Classical Probability ‘ Free Probability
classical (or tensor) independence free independence
Gaussian distribution semicircular distribution
(general) partitions non-crossing partitions
classical cumulants free cumulants, etc.

Does our model of permutations have a classical-probability
analogue 7



The classical model

Recall the definition of the random variables used in the free setting

M nt n/zanlag

Idea: replace permutations by sets:

L.(n,t) /QZ{al,az,..., ar}



The classical model

Let G be the group of finite sets of positive integers endowed with
the symmetric difference operation A. Consider the commutative
ncps (C[G],v), where v is the canonical trace defined by

(0 (Z XAA> = Xp.
A
Forall r,n>1and t € [0,00), define the random variables

1
Lr(n, t) = W Z{al, a, ..., a,},

where the sum runs over all r-uplets (ay,...,a,) of pairwise
distinct integers of [1, nt].



The main theorem in the classical case

Theorem

The (non-commutative) distribution of the family
(Lr(n,t))r>1,tc(0,400) CONVerges, as n goes to infinity, to the one of
a family (L;(t))r>1,te[0,+00) SUch that

> (L1(t))tefo,+o0) is @ (classical) Brownian motion;

» for all r,t, one has
L(t) = t2H (72 L(t)),
where the H,'s are the Hermite polynomials.

Remark: The Hermite polynomials are orthogonal with respect to
the Gaussian distribution.



Combinatorics and free probability

» M,—1(t = 1) is a standard semicircular random variable;
L,—1(t = 1) is a standard Gaussian. Their moments are given
by

A = 6= 2 (%)

n+1\n

and,
Y(L1(1)*") = (2 =1-3-5---(2n—1).

» What about the moments of M,(1) and L,(1) for r >27?

» Combinatorial approach to free probability: free cumulants,
non-crossing partitions, etc.



Some insight from classical probability

Let X and Y be two independent classical random variables. What
are the moments of X + Y 7

E[(X + Y)" = Z (Z)E[xkynk] = Z <Z>E[Xk]E[Y”k].

k=0 k=0

Idea: use Fourier transform !

fx+y(t) = fx(t) . fy(t).

Write log Fz(t) = > oo g (_,:'f)n cn(Z). If X and Y are independent,
then
(X +Y) = cn(X) + cn(Y).

The quantities ¢, are called classical cumulants.



Free cumulants

The free cumulants s, are multilinear functionals k, : A" — C
defined by

p(aiaz---ap) = Z ko(a1,a2, -+, an),

oceNC(n)

where

» NC(n) is the lattice of non-crossing partitions of {1,..., n}.
A partition 7 is non-crossing if there are no i < j < k </
such that i ~ k and j ~ /.

> k. is defined as a product over the blocks of o.

Theorem
If a and b are free random variables, then

kn(a+b,...,a+b)=rp(a,...,a) + kn(b,....,b) Vn=>1

Notation: NCy(n) is the set of non-crossing pairings of n.



Moments and free cumulants of the family M,
Fix t =1 and let M, = M,(1). Let F = (r1,...,rp) be a vector of
positive integers and put |F| = r; + ...+ rp. Consider the following
sets of non-crossing pairings:

NCy(7) = {r € NG(|F]) | 7 A 15 :6
NG5 (F) = {r € NGo(P) | 7 v 17 = 1

} and

\_,-4 Wl

Theorem
The distribution of the family (M,),>1 is characterized by the fact
that its mixed moments are given by

(M My, --- M) = #NC(7)

and its free cumulants are given by

kp(Mn, Mpy, ..., M) = #NC5 (7).



Moments and classical cumulants of the family L,

Fix t =1 and let L, = L,(1). Let MNy(7) be the set of general (i.e.
possibly crossing) pairings 7 of {1,...,|F|} such that 7 A 1 = (A)m
and I'I;(F) ={m € Ny(F)|7m Vv iF: im}

Theorem
The distribution of the family (L,),>1 is characterized by the fact
that its mixed moments are given by

w(Lner T Lrp) = #n2(F)

and its classical cumulants are given by

cp(Lr, Lrys ooy Lry) = #105(7).



Conclusion

» We generalized Biane's result beyond transpositions
» Constructed a classical-probability analogue of the model

» More lines added to the “dictionary”:

Classical Probability \ Free Probability

subsets, A symmetric group
L(t) M, (t)
Hermite polynomials | Chebyshev 2"¥ kind

» Some interesting combinatorics



Perspectives

» Recently, we noticed that L,(t) is the r-th multiple stochastic
integral of a Brownian motion. Michael Anshelevich studied
similar questions in the free case (work in progress).

» Are there analogous models for other types of independence in
non-commutative probability theory (boolean, monotone) ?

» The moments of the random variables M, count some
particular semi-standard Young tableaux. Is there a
connection with representation theory ?



Thank you |

http://arxiv.org/abs/0801.4229
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