
 

ENTROPY AND DATA COMPRESSION

compression software ZIP RAR etc exists

File If New File Is File
1GB compression 700MB decompres 1GB

encoding decoding

compressagain

700 MB

Classical Shannon entropy

let I be a finite alphabet
I an ez ped d 121

examples I 0,13 I a b C Z etc

Let P I the set of probability dist one
PCI p Z Rt Ee PG I

p
a E IR a o

If I is numeric X is a random variable

II X x pox Axe I

E x Ee PC X



Var x E X2 E x

ELEGY
Definition The entropy of a prob dist PEPE

is given by
H p Eezpea logpea

base 2 log log2 1

if ped o then define pea logpox o

since Emo alga O

we can write H p El log pox

IEEE
uncertainty

Properties of H

Hcp 0 Kp alga o facto I

equality if tx pose tail
HCP O E Fast pox

if to
0 if to



Such a p is called deterministic

Hcp log Kx pen so slog 121
equality case

H p log Ile pox E ta

such a p is called uniform
binary entropy 121 2 bits

PE PCI p G p p petal
p 1 p pco r p

uniform pt
gggmatimongentoryt

T uniform random bit
coin flip

Data compression
we are given a source of random iid letters
from I



X random variable

I X X EE peso Xp
a source is a device which produces
letters from I

independently each letter is
independent from the old ones

each letter has distribution p
Goal compress as well as possible and

eater to decompress sequences
produced by the source

SOURCE P Tg
ENCODE DECODE

3g
seqXm Am inside on

l Yin't

econ

want Y Ym x Xn Xm

I can

sequencesof length 1 lossless
T

best e
we want X

l Ho p log doc pcaa o



Shannon's source coding theorem

iid source with prob pe P E

Lossy compression is allowed

I In Ym Xm XD ES
for some small error prob Seco 1

Compression rate a
numberof bits E p
block length

Definition A n R S code for a fixed
PE PCI is a pair of encoder
decoder functions
E In on t floorof NR

largest integer enR

D o i In

such that I DCE x 1 es

xn Xm

for Xn You did with dist p
n block length seq length
R compression rate
S error probability



Example I a b c d

pCa p b p c p d I
uniform probability

n n R 2 8 0 Code E D

E a 00

E b 01 1 2
E c 10

E d I 1

and
p oo a

D Col b
D no C

D C int d

perfect code
8 0 KREE DCE x X

Theorem Shannon's source codingtheorem

let pep I and se oil Then

A If R H p then there exists
a n R 8 code for n largeenough

B If RL H p then for n large

enough there does not exist
a n R ft code



this theorem is saying that the
optimal asymptotic compression rate

for an iid source is its entropy
probability of error f

II DEM X z pen
OEcan pen EE
DCE X I am

but iid pac p ca pea past
iid sequences from p n large enough
have the typicality property

by EI Ki sci y a u plyE

Definition pe PCI n block length
E o The typical set

Tmelp KEE IF log feat
E H p EE

I In É log ta Hip e



Properties of typical sets

y si E Tmie

2
m Hip telephony 2

m Hip e

all sequences in a typical set
have the same probability

2 HG

I Tm s f e 2 Hep te

typical sets are not toobig
I x'd Tm Ee

where F Var log Ipa
recall that

H p E logfire
typical sets are very likely
proof of
I K E Tm a

E 2
U

ane Tm
Pan In In tupleItm a l min



Proof of part A of Shannon's theorem
We are given a rate R Hcp
define E

Rthd So iconsiderTn
Tm a le 2

m Hats e z Cnr

Lo a IRS

consider any E Tn 40,13

injective
and its inverse
D fo I n Rs Tm ie s t

D ECE SE FEET
extend E arbitrarily from Tree to
In we do not care about what

happens outside Tn j we shall
make errors for words Emma
but these words are not very likely

let us bound the error probability of
the code we just introduced
I DCE Gi x E I I Tna

Ig Ig 8 for n large enough



summary of the main proof idea
the encoder E In an WR
checks whether sche En is
an element of a typical set Tae

1 if
Yes encode it perfectly

if No we do not care encode
it any way you like

the decoder decodes any
Z E 0,1

to an element y
E Ture

perfectly
this pair D E works because

o the sets Tm ie are small

the sets Tm e have large
probability

Examples
trivial source p xo n pix Xo o

H p O
rate R O is possible

True since the decoder can



always output ooo

uniform source pix
H p Cog 151

best rate is R log El
no non trivial encoding decoding
scheme is possible

why passing a file through
zip twice does not increase
compression rate



QUANTUM DATA COMPRESSION

quantum quantum quantum
data
source

encoder decoder close
to the
data

Quantum data source

classical source pep
finitealphabet

1,2 id

I probability vector
PC o f x EZ

E Pac y

produces i i d samples Xn Xn
t
independent identically distributed
I Xi x pad

quantum data source

replace finite alphabet 2 4,2 d

t
Hilbertspace H ed

a source is a collection

p a I where ex are density
matrices on Hak

classical sources
pad ex laxer basisvector

iid fo og ox open
used for
independence



Quantum fidelity
Definition Given two densitymatrices f t on H

their fidelity is defined by

Fly r Trf Fg
recall that given a PSD matrix X having aspdecom

X Ed lx X of eigenvectors
I
eigenvalues 70

we define Tx I Ji Ki Xxi
Properties of the fidelity function

F g 5 E o e

Fly r A es g p

F g t O E g o 0

fidelity is a measure of similarity rather
than a distance

Symmetry Fly r Flo g
classical states g diag p t diag g
Fly t Epigit

If 5 14 41 is pure then FIXX
and thus

Fly 14 41 Catlett



in particular if p is also pure 5 14 61
then

F lex 61 14 41 4,44

Quantum encoders decoders

encoder compress data from2140,13hr
decoder decompress o e

n Rs In

classical functions
t

quantum channels

Definition An n R S quantum code is
a pair of quantum channels

E B H
n

B ez Ln RJ

linear operators on a Hilbertspace

D B G Ours B HQ

s th
F Tana o E a id Eng r s

t
A is the systemH reference state accountsforent
for all tan sit Tan Tr Tan
where f I PC c ex average state of the source



von Neumann entropy
Definition Gien a denisty matrix g E Bad

its von Neumann quantum entropy is

Hly Edi log
where di ida are the eigenvaluesoff

HCgl Tr g logy
H g H d I eigenvalue vector
T T
N Shannon

inherits all the propertiesof the classical ont
4 H S E o logd

Acpl o es g is pure
High log d es f Ed

Schumacher's coding theorem

Theorem Consider a data source with average
state g E BC H and SECO I

A if R HG then thereexists no s t
n no 7 niR S quantumcodeforg

B if RL HG then exists some no sit
n no H n R S quantum codefry



Proof idea Replace typical sequences Tms by
typical subspaces Sm e

Sme span la a oben

x Can a E Tms

typical projections In on Snes

follow the classical proof by repacing
sets s subspaces

functions channels


